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ABSTRACT 

 

We present MocapNET [1], an ensemble of Self Normalizing Neural Network  
encoders that estimate the 3D human body pose based on 2D joint estimations 
extracted from monocular RGB images. MocapNET provides an efficient divide and 
conquer strategy for supervised learning. It outputs skeletal information directly into the 
BVH format [2], which can be rendered in real-time or imported without any additional 
processing in most popular 3D animation software. The proposed architecture 
achieves 3D human pose estimations at state of the art rates of 400Hz using only CPU 
processing.  

Our approach utilizes training data from the Carnegie Melon University Motion 
Capture dataset [3]. By randomizing and perturbing the data we create millions of 
unique 3D poses that depict the recorded motions under a great variety of different 
views. We also propose a novel 2D data representation that encodes the relative 
structure of 2D point clouds in the form of a matrix that contains signed normalized 
distances. The combination of the above building blocks allows us to formulate a 
training scheme where we can train neural networks that learn to associate 2D 
projections of articulated human bodies to their full 3D configuration.  

The independent encoder formulation we propose is a novel solution that inherently 
decomposes a 105 degree of freedom problem that is very hard to tackle to 105 one-
dimensional problems which can be solved in parallel. It also provides an end-to-end 
neural network solution to this problem completely bypassing the need for inverse 
kinematics or iterative optimization techniques.   
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