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Abstract
Deep learning has become the most powerful driving force in computational protein engineering, offering solutions to numerous challenges through both discriminative and generative neural-based models. The traditional machine learning approach involves data collection and curation, followed by model training, tuning, and evaluation. Recently, a new paradigm known as self-supervised learning has emerged, harnessing vast amounts of data and computational power to create foundation models. In this context, we compare various protein language models (PLMs) [1, 2], which are inspired by large language models. Using Antimicrobial Peptide (AMP) classification performance as an evaluation metric, our key findings are as follows: (a) Model scale is crucial, with classification performance improving as model size increases; (b) State-of-the-art results are achieved with minimal effort by using embedding representations alongside shallow classifiers; and (c) Classification performance is further enhanced through the cost-effective fine-tuning of PLMs [3].
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